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Data Archiving in Africa: The South African Experience

Introduction
The South African Data Archive (SADA) was established in 1993 by the Centre for Science Development (CSD) of the Human Sciences Research Council (HSRC) in Pretoria. The first staff member of SADA joined the HSRC in January 1994. As a data archive, SADA's primary function is to locate, acquire, store and disseminate mainly quantitative machine-readable research data in the humanities and social sciences.

South Africa's past has divided the research community in the country into two major groups: (i) the expert minority comprising mainly advantaged institutions (some universities, technikons and research councils; and the private sector); and (ii) the disadvantaged majority comprising largely universities, technikons and other institutions in the former homelands. In the short term, the expert community will tend to play the role of "depositor" of data at SADA, while both the disadvantaged and expert communities will be users of the data.

Nineteen ninety-four (1994) was an epoch year in the history of South Africa. Apart from political renewal, it heralded a period in which researchers in South Africa are faced with immense challenges in the development of a sound science and technology system. Natural and social scientists are engaged in a number of large-scale local, national, regional and international research projects. However, the bulk of the government's funding generally goes to natural sciences research and its support facilities.

A unique challenge facing South Africa in the transformation process following the first democratic election in 1994 is to implement the National System of Innovation in Science and Technology, as defined in the recently published green paper on science and technology. The paper highlights national data gathering involving large sums of money, and suggests that the data be subjected to public scrutiny. South Africa will soon establish a National Research Foundation (NRF) which shall promote and support research through funding, human resource development, infrastructure provision and capacity building in order to facilitate the creation of knowledge, innovation and development in all fields of science and technology. The NRF draft bill promulgated earlier this year indicates that the CSD of the HSRC will form part of the social sciences and humanities division of the NRF. However, it is not clear whether SADA and other research information facilities will also move to the NRF with the CSD. The future of SADA is shrouded in uncertainty.

Historical background
In February 1993 Per Nielsen, the then Director of the Danish Data Archive (DDA), was invited to the HSRC as a consultant to undertake a two-week feasibility study on the viability of establishing a data archive in South Africa. He wrote a detailed report on his findings, including suggestions based on the experiences of data archives in other countries. Nielsen found the HSRC a suitable location for the archive for the following two reasons: (1) the HSRC has the technical infrastructure needed to improve the quality of research and to provide training at all levels countrywide; and (2) the wealth of research data at the HSRC since its inception in 1969 can be placed at the disposal of SADA for secondary analysis.

Some of the important issues raised in Nielsen’s report included the following:

- standards for proper documentation of data
- rationale for establishing a data archive in South Africa
- implementation of the organizational structure
- a variety of financial models including user payments
- recovery of costs
- staff composition
- establishment of an interim advisory body
- types of data at the HSRC that could constitute the first holdings of SADA

Also discussed in Nielsen’s report were the existing documentation standards, data-processing issues, international participation and co-operation, and implementation of bilateral co-operation. Nielsen’s recommendations were used as a blue-print for the establishment of SADA.

Challenges and developments
Location
SADA seems to be appropriately located at the HSRC, based on the experiences of other data archives, for carrying out its data-archiving activities. Since its inception in 1969 the HSRC has accumulated a wealth of research data, mainly from numerous projects undertaken in collaboration with researchers at various universities countrywide. This provides an opportunity for SADA to liaise with these researchers and their institutions.

At the HSRC, SADA is a division within the Research Information Directorate (RID) of the CSD. Besides housing SADA, RID also maintains a set of databases on human sciences issues through which it provides bibliographical information on current and completed research projects, research and professional organizations, researchers, and forthcoming conferences.

The CSD is committed to redressing the imbalances in research opportunities, and to empowering scholars from historically disadvantaged sectors by actively supporting their participation in the research structures, activities and decision-making processes of the broader research community. It also administers the allocation of various categories of research funding and scholarships to postgraduate students and researchers in the human sciences at South African tertiary institutions and NGOs. The Directorate: Research Capacity Building of the CSD supports the expansion of institutional research capacity by developing research skills among disadvantaged scholars.

Staff
SADA started its operations in 1994 with three staff members who joined the HSRC in January, September and November respectively. Finding suitable staff in a country where data archiving and secondary analysis are new activities is not easy. Furthermore, there are no data libraries or similar facilities in South Africa, and methodology training courses are almost non-existent. The high staff turnover rate at the HSRC has also adversely affected SADA’s progress. Two of the three staff members left the organization (in February 1995 and December 1996). A fourth post of administrative assistant was filled in August 1996.

SADA staff were fortunate to be able to work with experienced data archivists. Repke de Vries of the Steinmetz Archive in the Netherlands visited SADA twice: (1) in October 1994 for a period of five months. The aim of this visit was to offer advice during the initial phase of the development of the archive; and (2) in May 1996 for a period of two weeks in order to study the developments implemented since his previous visit. Shalane Sheley of ICPSR (Inter-university Consortium for Political and Social Research) was contracted to SADA for a period of one year ending in September 1996.

In addition to the four posts originally approved, three new posts were added during 1996. Two posts were filled in January 1997 and one in March 1997, and two are vacant.

While many lessons can be learned through electronic discussions, appropriate technologies to meet the needs of the majority of researchers in a specific country can best be established through interacting directly and exchanging views with the researchers concerned.

The research community
A data archive needs to define clearly the research community for which the services are to be provided, both at supply and demand points. SADA, as a national data archive, has stratified its research community into: (a) the academic community comprising universities, technikons, and training colleges (there are 21 universities and 15 technikons in South Africa); (b) various government departments including the Central Statistical Service, Health, education, police, prisons and correctional services; (c) parastatal organizations such as the Human Sciences Research Council (within which SADA is housed), the Medical Research Council, the Social Sciences Development Forum, the Development Bank of Southern Africa, and several economic and social research institutes in the country; (d) research NGOs such as the Community Agency for Social Enquiry (CASE) and the South African Labour and Development Research Unit (SALDRU); and (e) the private or commercial sector, including the mining industry and the Association of Market Research Organizations (AMRO).

By defining the research community, SADA can locate the type of studies undertaken and identify who should receive the archive’s services and what types of data are available or needed. Knowing the research community also assists in the establishment of advisory committees and indicates the target groups to be consulted when assessing the delivery of services by the archive.

Meeting the needs of researchers
Data archives store data in such a way that they meet the needs of the majority of their researchers. Often suppliers (depositors) of research data are also users at the demand point. However, at the demand point new researchers also become involved. An archive’s developmental stages should keep pace with researchers’ interests.

Computer technology plays a major role in data archiving. New developments in computer technology occur regularly, and data archives are faced with the challenge of keeping abreast of these technological advances. The recent switch from the mainframe to the UNIX environment is a typical example. Because of the increasingly large amounts of data involved in research, new distribution and storage media and new statistical software packages are emerging. CDROMs and cartridges have gained recognition, and due to their large storage capacity they are...
employed for storing large datasets in place of the still widely used diskettes. Mainframes’ 9-track tapes are being phased out. Data are stored and disseminated in a highly compressed form, and the Internet has brought about new and user-friendly developments in computer technology. The data archivist’s job is to meet users’ needs effectively, while at the same time ensuring that the data in the archive are preserved for long-term usage.

SADA has devised a user survey form (also available on the Internet) to determine what tools are most often employed by researchers in their analyses. This will assist SADA in catering for its users’ needs. To date the response rate has been low, perhaps because in some cases researchers are not yet familiar with computer tools.

Since 1994 SADA has organized workshops at major research centres in the country, mainly at historically disadvantaged universities (HDUs) where the lack of infrastructure has proved to be a major problem. These workshops are aimed at creating awareness of the existence of SADA and its activities.

SADA publishes a newsletter, SADA News, and a draft SADA Guide (catalogue of holdings) to inform the research community of its activities and developments in data archiving. The study descriptions of SADA’s collections are also accessible on the Internet (World Wide Web).

Financial and time constraints
Financial constraints impede the establishment of any archive and the supply of data to the archive. The provision of cost-effective services by SADA is not (yet) understood by funders and owners of data in South Africa since secondary analysis itself is not well understood. Even the data that are available are often not properly documented. Data suppliers frequently request funds to enable them to clean up their data.

SADA advisory committees
After the visit by Per Nielsen in 1993, an Interim Advisory Committee (IAC) of SADA was set up to offer advice on the establishment of a data archive. The IAC was replaced by the SADA Board, also an advisory body, in February 1996. The board currently consists of 17 elected members representing the research community in South Africa. The SADA Board reports to the HSRC Council. An executive committee of the board was elected in November 1996.

General progress
SADA has progressed well - thanks largely to the help of the established data archives of Europe and the USA. For instance, the above-mentioned visit by the then Director of the DDA, Per Nielsen, contributed greatly to SADA’s understanding of data archiving. His investigations into research studies already undertaken in South Africa, guided SADA’s acquisition of potential holdings. He also assisted in registering SADA as a member of the International Federation of Data Organizations (IFDO), which led to a visit by the head of SADA to a number of IFDO data archives: the ICPSR in the US, the ESRC Data Archive, the DDA, the Swedish Data Archive (SSD), and the Steinmetz Archive (STAR). The purpose of these visits was to learn how other data archives operate in order to design a suitable model for SADA. It was during these visits that (i) SADA became a member of the ICPSR, and (ii) negotiations took place with Repke de Vries of STAR, resulting in his visiting SADA for a few months to advise the staff at the take-off phase. He gave valuable tips on all aspects of data archiving and data management.

During the planning stage, a CDROM drive, SAS & SPSS, DBMScOPY and Folio Views were acquired, and the Internet facilities were set in place.

Conclusion
The earliest data archives were established in Europe and North America in the 1960s. Through international associations such as IFDO, IASSIST and CESSDA these archives established guidelines for data archiving and shared their knowledge on the collection, storage, documentation and dissemination of data. Newly established data archives are fortunate to be able to share this knowledge. However, for any data archive general considerations as well as unique considerations pertaining to the specific country have to be taken into account.

General considerations include:

Location: in terms of wealth of and access to research data; institutional credibility; and technical and infrastructural support;

Staff: qualified staff to run the activities of the archive. Initially fewer staff with broad knowledge base are needed;

Networking: networking with researchers and research institutions that produce data is vital. Advisory committees formed with representatives from research institutions can help strengthen networking relationships;

The science of data archiving: through international links such as IFDO, a new data archive can learn the science of data archiving, such as the procedures for acquisition, processing, storage and dissemination of data; and

Funding: this is a major problem. Data archives are not profit-making facilities, and often depend on government funding.
Most specific lessons learned by SADA stem from the economic and political changes currently taking place in South Africa. Data archiving activities are directly linked to the research capacity building activities at higher institutions of learning. Due to apartheid, the education system in the country has been badly skewed. A few privileged institutions had the capacity to undertake research while the majority did not have the resources to do so. Sharing of research between these two groups did not take place. SADA is consequently faced with the challenge of rectifying this situation and also of promoting the new disciplines of data archiving and secondary analysis throughout South Africa and Africa in general.

Other issues to be considered by new data archives:

**Research practices:** these differ from country to country. Some researchers do not want to give other researchers access to their data for reasons ranging from not being accustomed to the culture of sharing, to wanting to make money by selling their data;

**Poor research training programmes:** unlike in western countries, South Africa has poor methodology programmes. Summer schools in Northern America and Europe, for example, are held to strengthen the research capacity of data archives and data libraries;

**Collaborative research in the region:** joint activities by South African researchers are only now starting to take place. Communication breakdown between African countries makes collaborative research difficult. In Europe, for example, the Eurobarometer studies and International Social Survey Programmes are well-known research studies undertaken jointly by European countries.

While some good lessons can be learned from visiting established data archives abroad, the best option is to invite experienced data archivists to the new archive at home. Technology at developed data archives is already at an advanced level and it may be difficult, if not impossible, to implement new practices at the new archive where the infrastructure may be poor or not compatible.

IASSIST and IFDO conferences have traditionally been hosted by Canada, Europe and USA in that order. The mission, objectives and activities of these bodies should be reviewed. One objective should be to draw in more participants, particularly from the third world countries and countries not previously included. Efforts should be made to host such conferences on other continents and to provide funding for participation by researchers in third world countries, thereby increasing membership and building research capacity around the globe.
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Statistics Norway and the Social Sciences

Objective
Statistics Norway (SSB) shall prepare and distribute statistical information on the Norwegian society. The official statistics shall co-operate with research and analysis in order to monitor and analyse economic and social conditions as well as resource and environmental conditions. It shall thereby provide the public, the industry and trade sectors, and the authorities, with information on the society’s structure, developments and mode of operation.

Statistics and complementary analysis from Statistics Norway is a common property which should be used by as many people as possible. Statistics and analysis shall therefore be easily available to all, that is, to individuals, authorities, political and other organisations, educational institutions, the media, establishments, etc.

The Institution
Statistics Norway is a professionally autonomous institution. This means that Statistics Norway has full responsibility for the professional contents of the statistics and analysis. Statistics Norway is completely independent in deciding what official statistics shall be published and when and how this should be done. This independence from the authorities and interest groups is crucial as confidence and authority are essential prerequisites for official statistics and also for Statistics Norway to fulfil her role in the Norwegian and international society.

The Situation
During the last decade, Statistics Norway has had a real cut in her basic allocations from the national budget. The number of employment positions allowed by the national budget have gone down from over 700 to just under 600. In principle, the area of statistics covered by government funding should include a core of statistics and research subjects, defined from what is considered to be most relevant for the Norwegian society. That goal is difficult to fulfil with decreasing funding.

In certain cases, the establishment of new areas of statistics or the reinforcement and improvement of existing areas of statistics are not covered by current government funds. This will require binding long-term co-operation agreements with the ministries that have a special need for improvements in statistics and research for monitoring and for policy-making in their areas of responsibility.

These ministries must cover costs incurred during the development and operating phase of this increased production of statistics.

Pricing policy
The pricing policy of SSB as regards distribution and commissioned assignments shall be consistent with the ruling principle that statistics and analysis should be commodities that are easily available to various users.

For commissioned assignments, which may consist of the development of new statistics, preparation of statistics or research and analysis, the guidelines require that the client covers SSB’s real costs, meaning full cost absorption.

In certain cases, users may require more detailed or processed figures outside the scope of statistics produced by government funding. The extra work required to provide such information shall be priced at its marginal cost when the statistics is distributed.

Data collection
At Statistics Norway is done by:

- sending questionnaires to “all” persons and establishments
- sending questionnaires to or interviewing a selection of persons or establishments
- setting up at SSB, registers of persons and establishments
- gathering information on persons and establishments collected by other public bodies.

Organisation of data
The objective of the organisation of data is that all users shall have simple and good access to official statistics of Norway. One way of answering the challenges from the major users would be to distribute data via databases where the user can make his own choice of pre-defined connections. The databases shall be user-friendly and shall contain metadata (descriptions and definitions of data etc.) while safeguarding the protection of privacy. In certain
areas, such databases are under development.

**Data protection**
In the production and distribution of statistics, confidentiality and the protection of privacy are strongly emphasised. Safeguarding the anonymity of the client is a vital prerequisite for the activities of Statistics Norway. Individual data on persons or establishments/enterprises should be treated confidentially and should only be used for statistical purposes and in accordance with the regulations laid down by the Norwegian Data Inspectorate.

**Research and statistics**
Statistics Norway carries out research on her own data. Research activities shall cover research for social planning in the areas where Statistics Norway has a particularly central statistical responsibility. As such, we compete with others who use statistics in their analysis activities. However, the research is important and necessary for further development and improvement of the production of statistics in the various areas.

**Distribution to researchers**
Social researchers are major users of our publications and databases. In many cases, researchers provide feedback that contributes towards quality control and improvements of the statistics. However, research-projects often requires other statistics than what we present in standardised form. In such cases, researchers may order separate data selections to suit their purpose. Sometimes, a researcher may like to combine his own data with our data. In such cases SSB combines the data and produces statistics or anonymised data files for the researcher.

However, research often requires other types of data than normally produced in statistics. In particular, this concerns event history data where one follows the same individual over time and in different social situations such as education, employment, social security benefits, etc. As government funds allocated for the production of statistics are decreasing, it is difficult to get funding for event history databases within this form of finance. We therefore have to try to find other sources of finance. Among others, the research sector itself.

**The NSD Agreement**
In 1993 Statistics Norway and the Norwegian Social Science Data Services (NSD) entered into an agreement, with the purpose of providing researchers and students with the easiest possible access to as much of SSB’s data as possible without violating the rules laid down by Statistics Norway and without reducing the degree of protection of sensitive data.

The agreement covers two types of data. Firstly, statistical data tables ready to be published from SSB’s statistical databases or specially prepared upon NSD’s request.

Secondly, anonymised individual data from SSB’s sample surveys or other data from persons or establishments.

For these services the agreed price is lower than the marginal cost that is usual for SSB’s services. I must confess that due to inadequate capacity, SSB cannot always fulfil the agreement as quickly as desired.

The agreement says that SSB is committed to keep NSD informed about the surveys and statistics that are produced and to inform students and researchers about NSD’s services. NSD shall in return inform them about the services that SSB can offer and ensure that SSB is cited as the source of data published in NSD’s own publications or presented in reports, periodicals etc, by researchers.

The agreement has worked positively for both NSD and SSB. NSD has a reliable and reasonable access to important data for social research. SSB has been relieved of part of its services for students and researchers and SSB’s data and the possibilities lying in these data have become familiar for students and researchers.

However, in SSB’s view, the arrangement has two disadvantages. Firstly, when students are trained to use NSD, the result is that many of them do not approach SSB when they enter occupational life. They still want to use NSD. Consequently, NSD’s subsidised service which is arranged for students and researchers, is demanded by groups for which it was not intended. This creates uncertainty about the division of roles between NSD and SSB.

Secondly, many of NSD’s users are not always giving reference to SSB as the source of their data. Often, reference is only made to NSD. Subsequently, there is less appreciation for how important a well-established statistical agency is for research and education as well as for the society. The official statistics are taken for granted. At a time when there is a battle for public resources, the lack of understanding may have the consequence that statistics looses priority. Here, I refer to basic official funding of Statistics Norway as I mentioned before.

However, altogether, the conclusion is that the agreement works positively for both partners.

A non-authorised version of the agreement is enclosed this paper.

**Data preparation at SSB for researchers**
As I mentioned many users need specially prepared tables for their purpose and these tables are not always available from NSD’s service. These users therefore have to contact SSB for special tables prepared. Very often the researchers would like several data sources to be combined in order to produce tables. In such cases, the researcher has to deal
with several divisions and in order to prevent this, SSB shall establish a fixed contact point for such services. This contact point shall be set up at our division for Population and Housing Census 2000 as it has been decided that the Norwegian population census shall be carried out by combining various registers. Subsequently, this division has to build up the competency required for combining registers and this may also be of use to research. We suppose that in many cases NSD will be the institution that demand such data on behalf of many researchers and students.

Perspectives
SSB has a three-pronged strategy for the provision of services for social research.

The first is (of course) “more and better statistics” especially in fields of statistics that can fill out the uncovered areas we have today, both within national accounting and within statistics on demography and social welfare.

Secondly, to continue to direct our efforts towards co-operation with NSD in the distribution of statistics to students and researchers.

We hope that this co-operation can be further developed in connection with the third prong of the strategy which is to increase the efficiency of our readiness to combine registers for research purposes. In this context, we also have to look into the development of databases for event history on persons. These databases should be built on many statistical sources and more annual volumes of these sources. Here, however, SSB, social research and social planning probably have to come together to find an appropriate form of finance for what could become the «new gold mine» of Norwegian social research.

Non-authorised version

AGREEMENT
between
Statistics Norway (SSB)
and the
Norwegian Social Science Data Services (NSD)
on
THE DISTRIBUTION OF DATA
FROM STATISTICS NORWAY

1. Purpose
a) The purpose of this agreement is to give researchers and students the easiest possible access to the largest possible amount of SSB’s data without violating the current regulations and without relaxing the protection of individual data.

The term researchers refers specifically to researchers affiliated with a university/college/regional college in Norway or abroad and the institutional sector in Norway. The social science institutional sector is to follow the current definitions established by the Norwegian Research Council. Enclosure 1 comprises all those on NORAS’ list at the turn of the year 1991. Researchers from similar institutions in other sectors shall have the same rights. If there is doubt about whether an institution belongs to the institutional sector, the matter shall be resolved by the Norwegian Research Council. All persons enrolled at a university/college in Norway or abroad are considered as students.

b) The distribution of statistics to other public and private services is outside the scope of this agreement. However, NSD may distribute data on condition that NSD pays an additional fee to SSB (enclosure 3). Individual data shall not be distributed to persons or institutions outside the primary target group without SSB’s special consent.

c) In addition, SSB and NSD may prepare separate co-operation agreements for the delivery of integrated program and data packages intended for various user groups.

2. Scope
This agreement covers the delivery of the following types of data:
Group I. Statistical tables ready to be published.

Group II. Individual data, rendered anonymous, from SSB’s sample surveys or other individual data (persons, establishments) also made anonymous.

3. Delivery procedures

Group I data:
If data can be delivered from SSB’s statistical databases, they are produced as standardised tables as soon as the underlying figures are registered in the database, and at an agreed price. Enclosure 2 gives a summary of prices and the types of data to be regularly delivered in this way.

NSD may choose not to have data delivered regularly, but may place an order in each instance. This is specified in enclosure 2. Alternatively, NSD may be granted on-line access to retrieve data themselves from SSB’s databases.

In the case where NSD orders a set of data that does not exist in the databases but requires special processing, an estimate of the additional work required to deliver the data shall be calculated. NSD shall confirm the order before the assignment is carried out.

Group II data
NSD shall apply to SSB for the transfer of data from individual surveys. SSB shall evaluate the application and give approval, subject to SSB’s concession from the Data Inspectorate. Alternatively, SSB may propose changes in the selected data and prepare an estimate for the additional work required to deliver the data. Researchers shall submit an application to NSD for access to the anonymous data. The application shall specify the project, etc. where the data shall be used. NSD shall process the application and approve or reject it. Before access is given, the user must sign a special pledge of confidentiality.

NSD shall keep a record of accepted applications. Furthermore, this record shall contain project information and a list of any publications that may be based on the material. NSD shall send an update of these records to SSB every six months.

For anonymous individual data that is not transferred to NSD, or tables with confidential information, NSD must apply for transfer in each instance and SSB shall determine the conditions that apply for the set of data in question.

4. SSB’s rights and obligations
Restrictions on distribution and use of any particular set of data and possible claims of return, shall be determined by SSB at any time.

SSB shall keep NSD informed on all sets of data from sample surveys. As soon as the questions are finally agreed upon for each sample survey, SSB shall immediately dispatch a questionnaire and give a probable delivery date for the data. More detailed documentation on the data shall be delivered on NSD’s request, as far as SSB finds this possible in practice.

SSB shall provide regular updates on contents and changes in SSB’s databases.

SSB may demand that reports and documentation on SSB’s data, that are prepared and distributed by NSD, be submitted to SSB for approval.

SSB may request copies of delivered data and complementary documentation, against reimbursement.

SSB shall contribute to inform prospective user groups about NSD’s services.

SSB is committed to deliver correct data that is released for delivery as well as documentation required to use and interpret the data. If any errors are detected during the transfer of data, SSB shall immediately arrange for correct data to be transferred.

SSB may make data originally prepared for NSD, available also to other users without notice to NSD.

SSB reserves the right to verify that the data is used in accordance with the conditions and requirements stipulated in this agreement.

5. NSD’s rights and obligations
NSD has the right to distribute data to the user groups specified under point 1a.

NSD may use data from SSB in their own analysis and assignments for users specified under point 1a.

For distribution of tables to other users [administration, private users etc. (1b)] NSD shall pay a separate fee to SSB for the data used, in accordance with enclosure 3.

When integrated as a part of teaching packages/ test data connected to NSD-STAT, NSD may also distribute data from SSB to users other than those specified under point 1a. For distribution to non-primary users, reimbursement for the data shall be made in accordance with enclosure 3, or possibly in accordance with a separate agreement.

For all use of SSB’s data. SSB shall be clearly cited as the source, both as a general reference and in association with individual tables where the data is used. This condition applies both for NSD’s own use and usage of data distributed through NSD.

NSD shall establish protection for the data and prepare instructions for processing and data storage. Data
protection procedures and instructions shall be approved by SSB.

NSD shall report to SSB any errors and deficiencies that are detected in the data or documentation.

NSD shall contribute to distribute information to prospective user groups about SSB’s services.

NSD shall give SSB free access to all teaching packages that are prepared with data from SSB.

NSD may have on-line access to SSB-DATA by paying the same subscription fee paid as schools/libraries.

Every six months, NSD shall send a report on usage in accordance with enclosure 4, which will serve as a basis for settling the fee for distribution to non-primary group users.

6. Contact persons
Each of the partners shall designate a contact person. Changes are to be continuously reported.

7. Validity
This agreement is valid from the date of signature and can be terminated with three months notice. Enclosures 2 and 3 may be adjusted annually.


Johan-Kristian Tønder, Assistant Director General,
Department of Social Statistics
A Presentation of the ERAS Project: The Danish Unit for Registration and Storage of Medical Research Data

The new Unit was established on November 1st, 1996. Years of work and planning by the Danish Data Archives finally led to its formation half a year ago. Sadly the initiative, the director of the Danish Data Archives, Per Nielsen, died less than two months after its formation.

The purpose of the Unit is to strengthen the registration and storage of medical research data in Denmark. The new Unit will provide a professional storage function to the medical research community and promote access to collections of medical research data for secondary analysis. The Unit is established as a 5-year collaboration project between the Danish National Research Foundation and the Danish Data Archives.

In an effort to strengthen the research development capabilities in Denmark, the Danish National Research Foundation was established in 1991. Since then, the foundation has worked to improve the conditions for research development in Denmark in the entire scientific landscape. This is achieved by giving large and concentrated grants to unique Danish research at the international level. Several new projects have thus been started, the establishment of the Danish Unit for Registration and Storage of Medical Research data being one of the most recent. Denmark has a unique tradition for keeping and maintaining population based registries, which places the new Unit in an almost ideal environment for developing a professional archive for medical research data.

The Unit is physically located at the Danish Data Archives, as a fully integrated part of the institution. The acquisition, processing and subsequent storing of medical research data closely follows the principles already developed at the Danish Data Archives. A simple copying of the existing routines is not enough though, as the, at times, different nature and sheer volume of medical research data dictates the development of new and refinement of existing routines.

Since its establishment in 1973, the Danish Data Archives have collected data and documentation from social science and historic studies, and until now the institution has concentrated it’s efforts on these areas of research.

Consequently medical research studies constitutes only a small fraction, about 6% of the total contents, primarily in the form of social medicine and occupational health studies.

About 8000 articles are published every year by Danish medical researchers. Although not all of these articles represent a separate research study, even a conservative estimate of 2 articles per study gives a yearly volume of 4000 studies. Add to this a considerable backlog of old studies and you begin to realize the magnitude of the task. This necessitates the development of new, timesaving procedures for registration and storage of data and documentation. An important consideration in the development work is to ensure that the high quality of registration and storage of data and documentation already attained at the Danish Data Archives is preserved.

The staff of the Unit at present consists of 3 persons:

The project leader, medical doctor and Ph.D. Kirsten Kyvik, who also is a member of the management group for the Danish Twin Register, senior researcher, medical doctor and specialist in community medicine and occupational health, Peter Heine Jorgensen and informatics assistant, Birgit Wich.

It is the first time that medical staff has been employed at the Danish Data Archives and indeed at the Danish State Archives. The reason of course being inherent in the nature of the project. The logic being that a medical staff is best suited to deal with medical research data and documentation. Furthermore it is expected that this will counteract any reluctance or mistrust on the part of the donor of the medical research data. The employment of medical doctors in the staff also solves the confidentiality issue often associated with handling medical research data.

Another task presents itself to the Unit regarding confidentiality. The data may contain sensitive, identifiable information about the persons in the study base.

The Danish Data Protection Agency under the Danish Justice Department controls and regulates the legal aspects of data storage. The Agency has granted the Unit permission...
to store sensitive data from medical research. Furthermore permission to release the original data and documentation to the donors is given. Thus the primary researchers are able to continue their study on the same study base, even years after completion of the first study. Naturally other researchers will only have access to the data in an anonymous form. The Unit is at present engaged in an effort to persuade the Data Protection Agency to accept that storage at the Unit can be regarded as being equal to deletion. It is hoped that this can be stipulated in the standard agreement made between the Agency and the medical researchers.

The target of the Unit is medical research in Denmark and existing as well as coming Danish medical researchers. A broad acceptance and support from the medical research community is instrumental in achieving a successful result, i.e. the creation of professional archives for medical research data. Consequently the initial action will focus on information and dialog. Agreement regarding submission of research data to the new unit will be investigated in accordance with the Danish medical research community.

The scope of the Danish Unit for Registration and Storage of Medical Research Data is to assist researchers and research institutions in making data and documentation from studies readily available. The new Unit will perform its own research and development with the purpose of making the new archive as well functioning as possible, thus facilitating secondary analysis. The possibility of new crosslinks between the existing social science and historic data and the new medical research data represents a unique opportunity to perform secondary analysis bridging several major research fields.

The Units field of activity is at present confined to Danish medical research, but the findings could have an international bearing as the principles and procedures of the fully established Unit could be implemented in other countries. A more concerted implementation could be possible in the framework of the European Union.


Peter Heine Jorgensen, M.D., Specialist in Community Medicine and Occupational Health.
Developing Internet Based Teaching and Learning Resources for Social Sciences: A CSCW approach.

Introduction
The Internet has awesome potentiality as a global network of information and the world wide web provides a potentially efficient and effective protocol for the delivery of information. The content of the resources made available are often of particular interest to those in university settings engaged in teaching social sciences. Technologies will most probably continue to be innovative and technical advances will increase access to these resources. Whilst this will be welcomed progress it also raises a series of issues and problems especially with regards to using Internet based resources in social science university curricula.

In this paper I will argue that whilst the use of Internet resources is potentially good for university teaching and learning, the development of these resources has often been rather haphazard. The driving forces behind the development of these resources have been either from enthusiasts or technical specialists. My argument is that the Internet is too precious and important a resource to be allowed to develop in such an unmanaged fashion. I will be advancing an argument that calls for the incorporation of non-technical knowledge in development of Internet based resources that are appropriate for use in university social science teaching and learning environments.

The ideas that I intend to express are to a large extent exploratory and intended to be evocative rather than the last word on the subject. My arguments are initially premised upon the conception that the Internet can be considered simply as a piece of information technology. The Internet is a global network of information which provides a potentially efficient and effective protocol for the delivery of information. In this regard the Internet is special but if we consider the popular image of the Internet as a 'super highway' then it is possible to think of it as a giant communications technology. Whilst the Internet has some specific features I wish to contend that if it is simply considered as a communications technology the issues that pervade its use in social science teaching also pervade the use of other information technologies in this area. Given this, more general arguments about information technology and social science teaching also apply to Internet based resources.

The incorporation of information technology into teaching settings generally proceeds from a 'technology is obviously a good thing' approach. In some quarters this is considered as axiomatic. Whilst I am sympathetic to the idea of incorporating technology into higher education teaching and learning it is the abandoning of this axiom that is essential if information technology is to be successful. The motivation behind information technology in the university setting has been from, enthusiasts on the one hand and technical specialists on the other. I will refer to this as the 'technologist perspective'.

My argument is that the 'technology is obviously a good thing' approach is a flawed departure point. Due to the hegemonic domination of technical expertise held within the technologist perspective the design and implementation of new information technologies in teaching and learning environments will have very limited success. I will be advancing an argument against the 'technologist' approach that calls for the incorporation of non-technical knowledge in technological developments in university teaching and learning. This will draw upon some of the advances that have come out of Computer Supported Cooperative Work (CSCW) approaches. I will also argue that a particular theoretical conception of 'work' and of the role of social science in technological design and implementation is appropriate.

Technology and Teaching Social Science
Part of my disquiet with the technologist perspective's approach to the design and implementation of new information technology in teaching and learning environments is the generality of the argument that technology is necessarily a good thing. The lack of specificity in this approach engenders a poor understanding of the particularities of university teaching and learning. In much the same way it would be easy to talk quite generally about technology and university teaching and learning, but to avoid this pitfall I will confine this discussion to the social sciences in particular.

In the social sciences, students' experiences of information technology will mostly be in the form of desk top computing of the PC or Macintosh variety. Their introduction to computing will often form part of research
methods or study skills. The role of the computer in this instance is often not to deliver computer based or assisted learning but rather software and hardware are used as tools to undertake tasks rather than as learning technologies.

In the British context, despite funding being directed towards computer based or assisted learning, in the social sciences there has been an absence of completed and useable bespoke software packages. The failure of these endeavours is evident insofar as there are few examples that are routinely incorporated into social science curricula. These bespoke software packages are not in widespread use in departments in British higher education!

The alternative to bespoke software is the re-use of existing technology. In these endeavours software, and to a much lesser extent hardware, are directed toward a teaching and learning requirement in an attempt to add value to a specific learning experience. From my own experience and that of colleagues, these attempts to re-use existing technology are at best problematic. The re-used existing technology is generally attempted on an ad hoc basis and its development is time consuming, and labour intensive. In the majority of cases the development has not proceeded from a clear pedagogical requirement and the end products lack the sophistication required to deliver the high quality educational experience that is the hallmark of universities. The 'value added' nature of these endeavours is not necessarily tractable, especially when cost is entered into the equation.

Despite the huge potentiality of technology for social science teaching and learning, attempts to introduce bespoke software and to re-use existing technology are ill conceived. This is due to the taken for granted assumptions about the actual nature of the teaching and learning environment and the lack of a comprehensive empirical understanding of the processes that are in motion. This in turn leads to a shallow understanding of the consequentiality of the introduction of new computer based technologies in social science teaching.

It is highly likely that a similar unsatisfactory situation could arise with Internet based resources. The Internet offers social science teachers and students a global network of information resources. Internet based resources are potentially good for university teaching and learning but the development of these resources has often been rather haphazard. Once again the driving forces behind the development of these resources have been either from enthusiasts or technical specialists. The Internet is too precious and important a resource to be allowed to develop in such an unmanaged fashion.

In the world of commerce and industry many technical endeavours which are based around personal computing have not furnished adequate results. This has been due the technology failing to pay sensitive account to what I shall term as the ‘innate sociality’ of the environments into which they are being introduced. This parallels the situation in social science teaching in universities. One solution to the problem of new technology and the workplace has been the development of Computer Supported Cooperative Work (CSCW) as a design paradigm. I do not wish to argue that the work environment in the world of commerce and industry is the same as it is in higher education, although there are some obvious similarities at a generic level. I maintain that a particular theoretical sociological conception of ‘work’ can inform CSCW design and this is appropriate to the design and implementation of computer based learning technologies in general and this extends to the development of Internet based resources for social science teaching.

In the next part of the paper I will introduce the idea of Computer Supported Cooperative Work (CSCW). The material relates to the development of technology more generally and is not restricted to either teaching and learning or the Internet. This will provide a context within which my position can later be developed.

### The Problem of Human Computer Interaction

Fundamental to an understanding of the propriety of CSCW is an appreciation of the problems of a Human Computer Interaction (HCI) approach. HCI was a new and radical approach to systems design that achieved prominence in the 1980’s and it sought to provide a better cognitive coupling between human users and computers (Bannon 1989). CSCW can reasonably be considered as a response to the failings of Human Computer Interaction (HCI) approaches.

HCI is a general framework for innovation aimed at developing interaction techniques, analysis methods, software and computer systems within a controlled context in order to create enhanced products. HCI endeavoured to go beyond simply providing improved surface characteristics, and hoped to address wider issues surrounding human interaction with computers. In this sense HCI is a design and engineering science as it aims to produce artefacts of hardware and software within satisfactory frameworks of compromise that take functionality, performance and cost into account (Brooks 1990).

The HCI perspective recognised that there were human consequences to the introduction of new technology, and that how technology was developed and applied could profoundly affect work. With regard to the introduction of new technology questions of usability, acceptability and acceptability were being raised. From within the HCI camp these issues were viewed as being of legitimate concern. What was considered necessary was an applied psychological dimension located within a problem centred approach which would enable HCI practitioners to
undertake research that would inform future designs (Blacker & Osborne 1987).

Despite HCI being a radical new initiative the organisation of work is in fact endlessly richer and more complex than the majority of formal psychological models could have conveyed. Due to the rigid frameworks that such systems imposed, human actors were not furnished with sufficient flexibility to make the system function (Bannon 1989). Another draw back which stems from the psychological foundation is that HCI fashioned itself as a general paradigm for innovation and design in limited and controlled environments (Brooks 1990). Much of the early HCI work was confined to rather small scale controlled experiments with the presumption that the findings could be generalised to other settings (Barnard and Grudin 1988). The hoped for contribution of HCI to the design of computer systems and novel interfaces did not materialised in the 1980’s (Carroll 1987). Gray and Atwood (1988) note the lack of examples of developed HCI systems. This is largely due to the inherent deficiencies in HCI approaches and what is required is an alternative theoretical and methodological orientation (Luff & Heath 1990).

**Computer Supported Cooperative Work**

The expression CSCW is a comparatively new one in the information technology vocabulary and was first coined in the mid 1980’s by researchers in the USA. The term was most notably used by Greif (1988) and has been applied as an umbrella term which takes in anything to do with computer support for activities involving more than one person. An alternative terminology to CSCW includes the expressions ‘groupware’ and ‘workgroup computing’ (Clark and O’Donnell 1991).

CSCW is very much a generic term. Bannon (1990) argues that despite disagreements about specific detail most CSCW practitioners would agree with Lyytinen (1989) who asserts that CSCW is an attempt to place emphasis on both the distinctive qualities of cooperative work processes and on questions of systems design.

CSCW takes from its point of departure the visibly processual character of social activity (Harper & Randall 1992). The organisation of situated action is an emergent property of the interactions between actors and their environments (Suchman 1987). Settings engender a specificity unique to their social organisation. Sociological inquiry within CSCW must not be ad hoc or abstract and divorced from examination of the specificity of the setting. We must attempt to study settings and explore the coordinated tasks that computers might support in the context and settings which they occur (Luff and Heath 1990). It is fundamental to examine the natural settings where tasks and activities exhibit their sociality (Bannon & Schmidt 1991).

The role of an effective CSCW system as its name suggests is to support the cooperative nature of work. Hirschheim and Klien (1989) assert that the good system must not be designed in what they term as the ‘usual sense’, but has to be designed and developed within the framework of the social interactions that are embedded in the environment in which the technology is to be incorporated. The caveat that must be issued here is that in no sense is there an objective set of criteria that form a typology for an effective system. The system must be developed within what they term as the ‘user’s perspective’. A CSCW system is not however simply an electronic cloning or duplication of a working environment. In contrast it is a pragmatic attempt to support the cooperative tasks of work in context within its natural social and physical environment.

In terms of sociological inquiry, ethnography is the tool of sociological research most applicable in CSCW endeavours. As with all research methods ethnography has advantages and disadvantages but the potency, in the CSCW context, is that it depicts the activities of social actors from their own perspective. This challenges the preconceptions that alternative social science approaches often bring to phenomena (Hammersley and Atkinson 1983). Ethnography is not simply description, rather, it is detailed explication. It is about capturing the real movement of experience in the concrete world. Ethnography achieves something which theory and commentary in the majority of cases cannot - namely it presents human experience without minimising it and without making it a passive reflex of structures, organisations and social conditions. ‘Human productions are all of a piece, indivisible and always summed. The metal cannot be simply smelted out from the ore of experience in human affairs’ (Willis 1978 p. 180).

The use of ethnography is an attempt to ground the understanding of action in empirical evidence. An empirically based social interaction perspective is inductive from particular naturally occurring activities. Ultimately, this will produce descriptions that are accountable to evidence. Situation is crucial to the interpretation of actions but although this is fundamental and to some extent obvious, its importance could easily be overlooked.

Sociologists have long used ethnographic techniques to study work in general. What is required in CSCW is an ethnographic analysis of settings that are due to be ‘technologized’, by which I mean where new forms of information technology are to be implemented. In the case under consideration the settings are where social science teaching and learning takes place. Straightforward ethnographies, such as those developed in the sociology of work, are not sufficient however. What is required is what Button and Dourish (1996) term as a ‘technomethodologically’ informed approach. This I believe will lead to the successful design and
implementation of new information technologies in social science teaching settings.

The technomethodological approach departs from the desire to make conspicuous what actors are doing when they organise the activities that they do in particular settings. It draws heavily upon ethnomethodology which turns away from the structures and theorising of traditional sociology, and concentrates instead upon the details of the practices through which action and interaction are accomplished (Button and Dourish 1996).

Ethnomethodology poses the question ‘what does the native think they are up to?’ (Anderson, Hughes and Sharrock 1989). In the case of CSCW the native is the individual in the setting about to be technologized. Examining settings by technomethodologically informed ethnography is fundamental to the exercise of CSCW if it is to be applied successfully to teaching and learning settings.

The technomethodological approach is underwritten by the work of Garfinkel who is concerned with that most pervasive sociological question: ‘how is it that actions recur and reproduce themselves?’ He insists that this orderliness be viewed as arising from within activities themselves and the work being done by the parties to that activity. Garfinkel eschews the traditional sociological strategy of seeking to explain this orderliness and the organisation of social activities by attempting to identify causes and conditions out with the activities themselves (Benson & Hughes 1983).

Germane to this are Garfinkel’s suggestions that it is evident from the availability of empirical specifics that there exists a locally produced order of work’s things that make up the enormous domain of organizational phenomena. He argues that the classical sociological studies of work, without remedy or alternative, depend upon these phenomena, make use of the domain and ignore it. That the domain is ignored is a systematic feature of the locally produced orderliness of work settings. Therefore the reported phenomena are only inspectably the case, therefore they are unavailable to the art of designing and interpreting definitions, metaphors, models, constructions, types or ideals and cannot be recovered by attempts, no matter how thoughtful to specify an examinable practice by detailing a generality.

The concept of the ‘egological organisation’ is advanced by Anderson, Hughes and Sharrock (1989) and is an ethnomethodologically informed view of organisations that begins with a bottom-up understanding of them. The conception of the egological organisation departs from an inquiry into the daily or routinized experiences of individuals. The value of this approach is that it places the actor’s point of view at the centre of the analysis.

By employing the concept of the egological organisation, they develop the idea of the ‘working division of labour’. In Working for Profit they argue that it ought to come as no surprise that actors in work settings see themselves as part of an elaborate working division of labour. From the way that they talk about their work, both to each other and to outsiders it is clear that the notion of a working division of labour is one which they use to interrelate and explicate the things that they see going on about them, on a daily basis and on ordinary occasions. These accounts depict a body of activities marshalled by ‘a working division of labour’.

Technomethodology requires a sociological analysis of the organisation of social action and interaction and the organisation of work and work settings. The fullest possible description that captures the essence of the ‘working division of labour’ must be furnished. The thrust of technomethodology is the conception that sociological descriptions of the ways in which people routinely organize their actions and interactions can be furnished and compared to what is or is not possible using technology. In this sense the term ‘technomethodology’ is an identification of the need for the incorporation of ethnomethodologically informed accounts of the working division of labour that places the actor’s perspective at the centre. The object of the ethnographic exercise is therefore to provide what Gertz (1975) terms as ‘thick descriptions’, which will inform the design and the implementation of the new information technologies.

CSCW can inform the development and implementation of new information technologies that are directed towards teaching and learning environments in the social sciences. I do not wish to argue that the these environments are the same as commercial and industrial settings which so far have been the foci of CSCW. At a generic level university teaching and learning settings are similar insofar as they also require cooperation, coordination and collaboration to accomplish work tasks. And whilst the work carried out in university teaching and learning settings is arguably, often of a more individual nature, CSCW has attended to the issue of individualistic work. If we treat the concept of ‘doing work’ as the active process of ‘sense-making’ that individuals undertake in settings, then the same kinds of issues that impinge upon actors in commercial work settings are also present in university teaching and learning settings.

Computer Supported Cooperative Work and Teaching in the Social Sciences

It is certainly the case in Britain that the desire to incorporate technology into higher education teaching and learning has been firmly placed on the higher education agenda. This situation is both desirable and essential to the future development of university education. If in the social sciences we wish to move from using computers as tools, to a scenario where we develop computer based learning
technologies I believe that it is fundamental to incorporate non-technical knowledge. This will lead to a more circumspect and strategic development of information technology than could be achieved by enthusiasts or technical specialists.

The development of Internet based teaching and learning resources for the social sciences must proceed from clear sets of pedagogical requirements. This is not to argue that in any sense objective sets of criteria that form typologies for effective resources exist. The resource requirements in various settings will be context specific. The role of a CSCW strategy, that is technomethodologically informed, is an attempt to uncover the pedagogical requirements of the Internet computer based resource that is being developed. This is the level of sophistication that is required to develop high quality Internet based teaching and learning resources that will be useful and used in social science departments.

A CSCW approach to the design and implementation of Internet based resources for social science teaching and learning will be liberating. The need for a clear understanding of teaching and learning environments is critical. Technomethodologically informed CSCW, when brought to bear upon the design and implementation of Internet based resources for social science teaching is an attempt to improve what Gurdin (1988) and Bannon & Harper (1991) term as the ‘distinctly random success’ of new information technologies.
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1 It is important to note that there is no clear or coherent answer to the question 'what is, or was, the goal of HCI?'. One of the more traditional answers to this question is that HCI intends to provide methods and matrices for evaluating the usability of computer systems. This stems from what can be loosely termed the 'human factors' approach. This is in contrast to cognitive scientists who argue that HCI is a work bench for the application of cognitive psychology to a real problem domain. Computer scientists assert that HCI must help to guide the definition, invention and introduction of new computing tools and environments. This argument is to some extent a product of the exigencies of the computer industry. The point here is to illustrate that HCI is a diverse discipline with fragmented foci and interests, a feature not often drawn out in HCI literature.


3 Garfinkel states that 'the policy is recommended that any social setting be viewed as self-organizing with respect to the intelligible character of its own appearances as either representations of or as evidences-of-a-social-order. Any setting organizes its activities to make its properties as an organized environment of practical activities detectable, countable, recordable, reportable, tell-a-story-aboutable, analyzable - in short, *accountable* ' (Garfinkel 1967 p.33).


5 The conception of the egological organisation is motivated by the desire to provide descriptions and analysis, but raises a deep methodological question. Sociological descriptions like other theoretical accounts are thematically constructed. The methodological question at issue in this instance is that employing this approach is an attempt to provide a third person account of first person experience. This does not mean incorporating first person accounts into sociological depictions, rather a sociological re-constitution of that experience is required. The concern is not with particular people's experience, but with the organisation of experience, as it is encountered in social life, as a readily accountable, known and shared schemes of interpretation (Anderson, Hughes and Sharrock 1989).

6 An example of such an attempt is Harper et al (forthcoming) which is an account of technology and air traffic control as part of an inter-disciplinary attempt to design and implement a technological system.

7 My own work on London Taxi drivers (Gayle 1991) and the work of Thimbleby et al (1990) are two examples.
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Supporting Data Users in a World of Changing Technology

Changing technology has created many challenges for today's data suppliers and this paper will begin with a brief introduction regarding recent technological changes. It will then go on to look at the role of the 'User Services' section in the UK Data Archive and how this has now been split to create a new User Support role before finally raising some questions as to the direction user services will be taking in the future.

Introduction
We are all aware that technology has advanced rapidly over the last few years with a huge growth in dispersed computing systems, such as personal computers, and the use of the associated networking facilities especially the World Wide Web. Along with this has come a much wider range of software for use by PCs and changes in media for data delivery with CD-ROMS in particular becoming popular.

The following graph shows the media used for the delivery of data from the UK Data Archive between 1993 and 1997 and how it has changed over this period of time.

The UK Data Archive has seen the number of orders supplied increase significantly over the years. This has brought with it an increase in the number of enquiries dealt with by the User Services section. There has also been a disproportionately higher increase in queries from less experienced users, who require much more help and guidance than other types of users.

In order to provide an efficient service to users within the Archive's constrained resources it was decided to divide User Services into 'pre' and 'post' data delivery. Thus User Services staff now specialise in assisting users before they order data and offering support to users who have queries after their data and documentation have been delivered.

Pre-order queries in the UK Data Archive
Two User Services staff focus upon enquiries before any data or documentation have been delivered. These tend to fall into the following categories of 'pre-order' enquiries:

- General information
- Ordering data
- The forms required and how to complete them
- The datasets held by the Archive
- The costs which may be involved
- The formats available
- The media available

These sort of enquiries have been received by the Archive regardless of the technological changes that have taken place, but the detailed nature of these enquiries has changed as technology has changed.

Although there has always been a choice of media on which to receive data this choice has now expanded and users need advice on which would be most suitable for the dataset they are thinking of ordering. They may also ask about the formats in which a dataset can be delivered. Can it be converted to a format the user is familiar
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with? Will it be easily read by their favourite spreadsheet package?

These types of questions mean that User Services staff need to be knowledgeable about the various media that are available and the limitations of each. They also need to know more about the various formats appropriate for different data and whether the dataset can be converted to this format for the user. This means that it is important for User Services staff to keep up to date with changes in technology and that they should have an understanding of the various formats and media which are currently available.

**Post-order** queries in the UK Data Archive.

'Post-order' queries tend to be more broader than other types of queries and often need some investigation to resolve. Therefore in order to provide a better 'post-order' service to the users of the Data Archive it was decided that one person should have responsibility for handling this type of query and take on a more supportive role. One of the advantages to users of this change is that they would have one key person to contact. This person has responsibility for ensuring that all queries received are dealt with directly or by redirecting them to the most appropriate person within the Archive.

If a query can not be answered by archive staff, and the data depositor needs to be contacted, then the post-order support person is also responsible for contacting the relevant depositor and also for keeping track of the progress of the query with them. The user is kept informed at all times of the progress of their particular query.

**Examples of 'post-order' queries?**

- “I'm having problems importing some export files from the CD you recently sent me. What should I do?”
- “I seem to have more categories for one of the variables in my file than there are labels. Could you tell me what this one means?”
- “Could you give me some more information about this variable, I'm not sure exactly what is included in it?”

**The Queries Database**

To enable queries to be tracked through the Archive and in order to ensure that we improve our service in future by learning from the queries we receive, it was decided that all of them should be logged into a database. As all the queries are channelled through one person, this person has responsibility for ensuring that all the necessary details are entered before being assigned a query number. This person is also responsible for initially examining every query and dealing with it when possible or deciding who is the most appropriate person to pass it to.

The database is accessible by all members of staff. This is to provide everyone with the ability to check the current status of any query and to enable them to add any relevant information they may have as to the current status of a particular query. This is particularly important if a query has been re-assigned as any relevant information must be added to the query so that anyone can find out the current status of it.

It was decided that a Microsoft 'Access' database would be used to record the information for each query. This was decided in part because other databases within the Archive were also to be written in Access, including the new order tracking system, and it would therefore be easier to link in any common information such as names and addresses.

But what information should be recorded? Discussions took place with different members of Archive staff as to the use which would be made of the information recorded in order to determine the choice of fields.

The information recorded for each query is as follows:

- Date query is logged onto the database
- Name of person logging the query
- Name and address of person reporting problem
- Priority of query (assigned by the archive on a High, Medium or Low basis)
- Study number
- Order number
- Brief details of the problem
- Name of person to whom the query has been assigned

As more information is gathered regarding each query further comment fields can be added, which are also dated, thus allowing the progress of a query to be seen at any time. When a query has been resolved details of the resolution are entered. A brief note of any action that has been taken is also recorded. examples of which are:

- Referred to depositor
- Advice given
- Re-order entered
- Data re-acquired

A field containing a category relating to the type of query will be added shortly. This was not included when the database was designed as we wished first to monitor the types of queries we received. We have used this information in order to decide on a standard list of query types. A standard list will be used for analysis purposes in order to identify the types of problems we receive.

The queries database has been operating for the past seven months and the following graph shows the number of queries logged per month.
Advantages of, and information provided by, the queries database

Logging 'post-order' queries enables problems to be tracked, provides the Archive with information which can be used to enhance and improve the support given to its users, and also results in statistics on the performance of the Archive as detailed below:

- No query is lost. As all queries are logged in one database none can be lost within the Archive as could happen if the query details are not recorded and passed on orally, or emailed, from person to person. The information is also being maintained in a database accessible to all staff.
- Depending on the resolution to a query additional information may be needed to enhance the documentation for future users of that particular dataset. An example of this would be where a user has identified a variable with no variable or value labels. Once information has been received from the depositor this is added to the documentation supplied with that particular dataset so that other users do not experience the same problem.
- The database also provides information on Frequently Encountered Problems (FEPs) as opposed to Frequently Asked Questions (FAQs)! By logging all queries it is possible to identify the types of problem users are having and enables us to make appropriate improvements to the Archive’s services in order to reduce future problems. For example if a number of users are having difficulties reading files from CD-ROMs then perhaps there is a problem with the way they are being written, or the way a users’ hardware or software handles CDs. Problems with extracting compressed files from floppy disks may be due to users not understanding the instructions they have been given, or possibly to inadequate instructions provided by the Archive. These types of problems are investigated and action taken if it is thought necessary. The database allows a range of problems to be identified, monitored and resolved.

- Particular datasets which result in a number of queries can also be identified. These could be examined further to see if there is anything ‘peculiar’ to these datasets. Perhaps they are only provided in a certain format and this is proving to be problematic for users. Alternatively these could be known to be difficult to use so perhaps additional documentation is needed to make them more ‘user-friendly’.

- Queries which have had to be referred to depositors can also be identified. This allows the Archive to identify which datasets have needed extra information from the depositors before they can be used more easily by the Archive’s users. Hopefully this can assist us to improve the acquisition process for data in the future.

- The Archive can also identify which of its users repeatedly report queries! Perhaps some users need more support than we can reasonably provide and we might involve local organisational representatives to assist them.

Using the information provided by the database

As mentioned above, a vast amount of information can be gleaned from the queries database. But how can the Archive use the information obtained effectively?

Creating additional notes to be added to existing documentation has already been mentioned, however perhaps this information should be made more widely available. Perhaps we could utilise the Archive’s Web pages more effectively to distribute information. These would be accessible by everyone and could be promoted as a place to look to first before contacting the Archive. This may also be particularly useful for datasets used by a large number of users in several countries; the IMF databank, supplied by ICPSR for example. These pages would have to be organised in such a way as to enable users to find the information which was relevant to them quickly and easily, but would be effective in providing information to a large
number of people.

The Data Archive could link additional useful information to the BIRON (our on-line catalogue) entry for a dataset. Users who are using a particular dataset could then look at the relevant part of BIRON and see if there is any new information relating to that study. However it is important that any information relating to a dataset is also included with the main documentation supplied with the data. Users should not have to have to check different web pages for vital information necessary for analysing the data which have been supplied to them. It should also not be forgotten that some users do not have access to the World Wide Web, but are entitled to the same support as those that do!

**The future?**

What type of service will data suppliers be offering in the future? Will all data formats and media be available for users or will availability be limited? Just how much support should be given once the data has been delivered? What is a reasonable amount of time to spend on one query? Should this time be limited and should a charge be made for the help given? These are questions which I think will become important in the future.

Should this support be monitored? It has been argued that it takes longer to log a query than to answer it! In some cases this is true but I believe the information which can be gained by monitoring queries received far outweighs the time taken to record the details. So much can be discovered about users and the problems they have which can be used to make sure that we, the data supplier, provide them with a good support service and so ensure that as a data supplier we do indeed have a future!

Data Services Assists Teaching and Research: Delivery of Data Services via the World Wide Web

Overview
So far in it's history, the Data Services Division at UBC has played a passive role in the teaching and research that goes on at UBC. Patrons have come to us as the machine-readable data experts for many types of files in the different subject areas covered by the teaching and research efforts at UBC. There has been a lot of personal interaction with patrons as they struggle to learn various computer systems and access retrieval methods to get the data they want. With increased improvements in computer networking technologies that have taken place in the last few years, we are seeing patrons in a new light as their needs change. The UBC Data Services Division is thus becoming more proactive in the teaching and research efforts of our patron groups. We are changing our role in response to shifting patron needs: to offer services that will assist patrons towards self-sufficiency at information discovery and retrieval rather than being dependent on personal interaction with a data librarian. Such a move requires close contact with faculty and students to develop the tools that they need to achieve their goals. It also makes us a more active participant in the learning process that goes on in the classroom.

This paper will discuss some of the issues involved in providing access to data files over a computer network. It will be shown that there are different, identifiable user needs to searching out and acquiring data, and that we can employ mechanisms that can help us handle some of these needs. Specific examples of changes that have been implemented and are envisioned for the future at UBC will be examined.

Reasons for Change
There are two common themes in many Canadian public institutions: an external demand for increased service from patrons coupled with an internal desire from staff not to allow currently perceived levels of service decline. During the first three decades following World War II, there was a great desire on the part of governments and their citizens to grow, to build, to do new and innovative things. As a result, governments around the world went deep into debt, spending on and lending money for capital projects to build infrastructure like roads and schools and industrial systems, things that were believed to be needed to drive our economies. Governments and the public alike became addicted to public debt, which left citizens with a society-wide attitude that they had only to ask for something, and the government would provide. As universities in Canada are mainly funded by the government, the idea of perpetual growth in services has been reflected at university libraries as well. The situations which fueled some of the world-wide desire for growth have since shifted, leaving governments everywhere in the position of no longer being able to justify the current levels of public debt. Many members of the public though seem to be left with a desire for continued ‘upward’ growth and the constant provision of more services for which the existing funds are no longer able to provide.

Many institutions reacted initially to the trend of downward levels of funding by introducing new ideas about the use of technology in the workplace as well as methods of reorganizing operations. This was done in the hopes that greater efficiencies would lead to the maintenance of current levels of existing services, or even create opportunities for continued growth. The promise that technology and organizational restructuring by themselves would lead to continued growth has in large part failed to lead to desired improvements in overall levels of service in many academic libraries. Some of the tools that were deployed towards that goal however, have lead to new services and ways of providing service. Important lessons that have been learned in the last few years from the organizational standpoint are:

- Know your patrons/clients/customers and what their needs are. Stay in touch.
- Know your available and potential resource limitations. Letting your patrons know as well helps them to understand your position better.
- Know what other institutions are doing.

We know now that continued growth of services will not happen in the current climate of downward or static funding levels. Less money and fewer staff means lower levels of service. Since patrons and service providers alike wish improved service, some improvements will likely be made in some areas, but the trade-off is that some existing services will be reduced or discontinued.
The last point to realize why institutions must change is that patron/client/customer needs change. Many public institutions have operated and continue to operate on the principle that they provide a service to the public which does not change unless the institution itself changes. This attitude ignores the importance of the patron’s/client’s/customer’s evolving needs in providing service. At UBC as well as elsewhere, technology and new teaching methods are having an impact on how our patrons both currently use, and desire to use our services. We need to understand how patron needs are changing, so that we may change with them.

The remainder of this paper will outline what the staff of UBC Data Services are doing to bring about improvements in service for their patrons.

Identification of Patrons and Their Needs - Are We Being Effective?

Data Libraries in general are faced mainly with two different types of patrons, those who need to perform extensive research, usually over significant amounts of time, and those who need "just a few numbers" or facts. Faculty members and graduate students fall into the first category, along with professional researchers working for the media, law firms, and other information consuming companies. These researchers do not usually require significant amounts of staff time by the time they visit a data library as the academic way of life has taught many of them the art of self-reliance and asking detailed, direct questions. This group of patrons may need some initial training in procedures, but many of them are willing to jump through many hoops all by themselves to get what they want. If they can be pointed in the right direction, they will do the rest, so starting them off on the right footing is important.

Staff time can be consumed in large quantities by those patrons still being trained in the academic way of life, or for those who are not traditional students at all, i.e. members of the general public. Patrons who "just need a few numbers" have often been directed to an archive or library by someone more experienced such as a faculty member or former/current user of the institution themselves. This group of patrons most often encompasses undergraduate students, members of the media, and the general public. Members of this patron group may arrive on the doorstep of a data library with unrealistic expectations of service and end up consuming large amounts of staff time. This group needs to know exactly what the collections of the Data Library hold, as well as services provided. They also need to know where to go if the Data Library can’t answer their needs, i.e. where is the next most likely place to go?

The UBC Data Services Division has always had a mandate to provide data services to the entire campus, but due to staffing levels and availability of subject matter, the scope of the division’s activities have always been focused on the Social Sciences rather than on every subject area UBC offers. Within the Social Sciences, printed reports in the subject divisions serve a growing number of students and researchers alike, and UBC’s data-oriented library staff are too small in number to be familiar with the bulk of them, not working with them every day as others do. It is no longer possible, if indeed it ever was, for Data Services staff to effectively identify for patrons sources of information that they require or could use, especially print sources. As the growth of electronic sources of information continues, it is becoming apparent that Data Services does not have the staff to provide comprehensive knowledge of all subject areas under its mandate. Patrons need a single point of service for their subject information needs if this is possible.

The bulk of UBC’s Data Services collections come from statistical bodies, both governmental and non-governmental. As well as raw, or primary research data, some of these data producing organizations also create and redistribute reams of machine-readable (static tables and reports) and print materials based on their raw data. In some cases their raw data are merged with the data of other organizations, leading to even more opportunities for analysis and reports. These printed and machine-readable report style materials are often more easily consumable information products than raw data products, which require specialized training to use effectively. The report style products are used by those patrons who wish to perform secondary analysis, i.e. to just “look up” what the statistical producers and others have decided would be of most common interest. Patrons have two needs in this sea of information products:

- They need experts who can guide them to the right sources of information for their needs.
- They need experts who are familiar with the various formats the information can come in and who can guide them in accessing the information.

How Has UBC Data Services Filled Patron Needs?

Within both patron groups identified in the previous section at UBC, Data Services staff members were answering many of the same questions over and over again. We wondered if we were performing an effective service here. It was a well thought of service, given the positive comments and praise we have received over the years, but was this the best way to serve our patrons? Could this time have been better spent, but still provide our patrons with what they required?

We turned to the technology of the WWW to answer these questions. We designed what we think is a fairly informative WWW site, one that answers many of those basic questions that we used to get over and over. We then
began directing faculty and students to this site when they had basic questions, instead of answering their initial queries for information. We also coordinated somewhat with faculty to make sure that this site contained the kinds of information they required for their research needs, and to pass on to their students, though this aspect requires more development. On top of this, we have educated our colleagues in other divisions about our WWW site and what it contains. The result after over a year of operation is that personal patron visits to the Data Services division are way down, but visits (hits) to our WWW site are very high, in the hundreds of hits per month range from UBC addresses alone. Feedback we have had from students and faculty indicates that people like this technology and are relying on our site to provide them with basic information. We feel that when people can read information when they need it, they will obtain a better grasp of what to do to get their data, as opposed to a data services staff member telling them what to do orally. When we didn’t have the WWW site, patrons would often come into the Data Services Division time and time again for clarification and further understanding of procedures. This seems to happen a lot less frequently now.

Data Services used to be a low-profile reference point to which patrons were referred when they had already seen the alternatives of the specific subject areas. We have raised our profile over the years on campus however, primarily via our periodically printed newsletter, contacts with faculty members, and our WWW site. The downside of becoming better known is that we are finding that some patrons consider us the first point of contact for their information needs. Given the above identified problems in the section dealing with user needs and our effectiveness, maintaining a separate reference point for data services is now seen as undesirable. A more effective service for patrons should be service integration, which is discussed in the next section.

Lastly, patrons need access to data files and documentation on the campus network. UBC Data Services has made all of its holdings available on several campus unix machines through the use of the Network File System (NFS). NFS allows various machines on the campus network to share our unix machine’s mountable disk. Patron’s on the other unix machines around campus can then use our files as if they were locally mounted on their own unix machines. The NFS software is also available for the PC environment, but we haven’t yet tried hooking our filesystem up to any PC’s on campus. We haven’t got the disk space for all of our files to be useable at one time in this fashion, but we can put up any file a patron wants usually in 24 hours or less by moving off or compressing other files that are not currently being used and swapping in the new file(s). A number of other institutions are using this approach as well.

This last technique allows patrons access to our data and documentation, but not user-friendly access. Since the unix machines attached to our unix machine through NFS are usually departmental machines and departments are unwilling to spend the people resources necessary to provide their students with access on these machines, undergraduate students generally have no access to our files from the departmental computers. There is a central campus machine that undergraduate students can get accounts on, but currently there is a fee associated with using it. We are using the WWW to allow all our patrons another level of access to our data files, one that bypasses the central campus machine. Details of our WWW access project is covered in following sections.

**Integrating Service Points - Shifting Time To Other Needs**

UBC, like many libraries, collects much printed and machine-readable information, but we have traditionally divorced their physical locations based on media types. If it was electronic, then it went to Data Services, if print, it went to the applicable subject area. This divorce between electronic and print media is becoming increasingly undesirable from the user’s point of view, so we have decided that closer integration between electronic and print media in a given subject area should occur. It can be confusing for the patron who doesn’t necessarily see why subject matter is separated into separate library divisions just because one set of material is in electronic form and one is in print form. The patron is more apt to want one-stop-shopping for all their subject needs, so if we can provide this convenience for the user at little cost to ourselves, then we should. By starting their search for information with the subject specialist librarian, if the patron does need to see the data specialist they should be somewhat educated in what they can expect from the institution’s electronic and print collections, and what services can and cannot be provided to them. In short, data services staff will see more focused questions, and fewer of them.

A significant portion of our collection deals with electronic versions of materials already held in our Government Publications division in print form, as well as the raw data that go into the making of many reports available there, so this is a natural place for us to begin our integration efforts. There is a growing sense that the front line for library service to the general public, students, and researchers alike for all subject materials, whether electronic or print, should be shifted to the people in charge of the subject section, and away from the Data Services staff. We expect integration with other subject areas to continue as time progresses.

We have begun efforts to educate subject specialist librarians in the Government Publications Division about information products that mirror the print format, and at
least one reference librarian is being trained in microdata in conjunction with the Data Liberation Initiative, a cooperative project between Statistics Canada and research libraries across Canada. It is hoped that the people at the Government Publications Division will take over the basic reference questions from Data Services for government electronic information of all sorts, assisted by our WWW site, which will continue to grow and improve.

As already alluded to, our experience shows that a significant number of new patrons of our data services division often make the mistake of applying directly to us for information when they can be served by that which is already in print. This may be due at least in part to the popular myth that everything is now available “somewhere” in digital form, and one has only to sit down and easily gain access to the entire spectrum of human knowledge from the nearest computer terminal. It takes time to identify what subject the patron is inquiring after and to direct them to resources that might assist them. A shift away from Data Services staff to the subject specialist librarians providing initial contact information will probably get the patron directed to the resources they want, sooner. Even if the patron does need something in electronic form, they may benefit by noting what is in print form. Patrons with complex queries or patrons needing a different level of technical support will still be able to see a data services specialist.

Where To Reallocate Freed-Up Resources
What any individual institution can do for its patrons is a matter of investigation - asking a lot of questions. We have identified our users and decided that their teaching needs were not being met. We are in the process of implementing some of the changes mentioned above, in order to free up some people resources to focus on user requirements.

The following arguments and rationalizations hinge on the supposition that the World Wide Web is available to everyone at the institution, or very soon will be. The UBC campus is very well connected to the Internet and the campus is very nearly completely networked internally as well. This may not be the same state of affairs at all institutions everywhere, but we believe that UBC is close to the forefront of having everyone on campus able to access the WWW via what is currently a reasonably high-speed, high-bandwidth connection. It is the author’s belief that currently less well connected institutions will be proceeding as we are proceeding in the years to come, with greater connectivity and WWW access for everyone as the cost of providing this service declines or is met by an internal reorganization of priorities.

If the Data Library is eliminated as a separate service point for reference, we will immediately free up some of the Data Services staff time as they will not be required to spend as much time with patrons as before, but the line-ups at the main Reference Desk may get a little longer. The trade-off is that a fair bit of time savings may be realized by the Data Services staff. The question then becomes: How best then to make use of these freed up resources?

One use for the time of the former Data Services staff would be to coordinate projects within the institution to provide patrons with WWW access to electronic data files. This would require liaison with both research and teaching faculty, to see what sorts of things could be useful and what is required for themselves and their students. Many data files that data libraries deal with have either no interface programs that assist users in using them, or they rely on some kind of generalized software, like SPSS, SAS, or SHAZAM in order to extract desirable subsets of the original data files. Many of the data files housed in traditional data libraries could have surprisingly wide-ranging uses if access would become somewhat easier. Many surveys of a governmental origin, be they census data or surveys dealing with the health of the population or incidence of political opinion may be of interest to those scholars in fields traditionally outside the fields in which the surveys were taken. Non-traditional and traditional data users alike need easy access to the Data Library’s data and documentation, and only through the WWW is this likely to happen, at least until something comes along to supplant the WWW.

Another proposition would be to assign the former Data Services staff to the function of WWW publication needs. This is not incompatible with the above goals of WWW access to the current data library machine-readable data files and documentation. The reasons for diverting resources to WWW publishing of library information are two-fold:

- The WWW is becoming an important method of mass dissemination of information in electronic form.
- The WWW is increasingly being used in teaching, for distributing information back and forth.

Many libraries would like to get resources directed towards having some sort of presence on the WWW, and the freeing up of Data Services staff from reference work should provide both badly needed computer expertise and people time in this critical area. Many libraries are facing the reality that they need a WWW presence, but that they do not have the resources to do a good job in this area. Most institutions depend on a very small number of dedicated, and often quite separated individuals to take the bull by the horns and do what they can as far as creating a WWW presence for their institution or division. What usually comes out of this approach is a patchwork solution, where each branch and division goes their own development way, some looking good, some looking poor, some updating their information frequently, and some, especially if a key individual leaves, not updating information for long periods.
of time.

A group dedicated, or at least partly dedicated, to providing at least a coordinating/helping role in publishing on the WWW for the organization would go a long way towards helping out the organization. If well designed, WWW sites can be used for many types of general reference questions that patrons may have, thus reducing the waiting time in the line-up at the reference desk that may have built up temporarily when Data Services staff stopped doing reference work. Patrons can be directed to specific areas of a WWW site and be instructed to go through what they find there. This is not an argument for centralized control of all WWW publication for all divisions and branches within a library. The author believes that more of a guiding and nurturing role can be played by the WWW publications group, and that this will lead to better WWW sites and more dedicated involvement in developing the WWW sites by many more staff.

In direction of making better access to data library data and documentation, the Data Services staff at UBC have developed a prototype system for allowing access to data files and documentation in a friendly, easy to use manner, utilizing the WWW. We hired a student programmer for a summer and had him program a WWW data extraction interface to the data file and documentation for the 1993 Survey of Consumer Finances - Individuals Aged 15 Years and Over, With and Without Income survey from Statistics Canada. This type of work is not necessarily new, others are involved in the same sort of enterprise, however we have gone to great strides to present the information in as friendly and user-obvious a manner as possible. We took the codebook as produced by Statistics Canada and marked it up in HTML. This was a fairly time consuming and tedious process, as the data vendor sent us the codebook in WordPerfect format and we had no way to use this file format directly on the WWW. There are now new and better conversion tools available to convert the popular word-processing formats directly into formats for the WWW, and this can only get easier. The newest and best tools preserve both tables and graphics from the word processor output, in HTML.

The patron sits down at any Internet accessible computer on the UBC campus with Netscape loaded onto it and selects a number of variables and cases from either the basic WWW form or the complete one. The basic form was envisioned to be used mainly by beginning students, and is used by instructors in courses introducing students to numeric survey data and its analysis. Via the basic extraction form it is possible to only get a limited number of the most popular case selections, as defined by the teaching faculty, though full access to all variables is possible. The complete form of course provides access to all cases and variables, for researchers and others who may need access to more case selection possibilities than just those provided by the basic form.

After a patron completes the data selection forms, a CGI-program on our Data Library server writes an SPSS job file to the filesystem in a special directory. Periodically throughout the day, the SPSS program is run if there are job files waiting for it in this special directory. When the SPSS job completes, the user is notified via e-mail, and the output of their job is written to the anonymous ftp directory of the filesystem. We decided to limit patrons to a certain number of requests per day, as well as a maximum overall disk utilization per user. So far, we have received no complaints regarding these limits, though they were chosen arbitrarily.

The feedback we have had from both teaching staff and researchers has been enthusiastic and very encouraging. We intend to do more. The author is now engaged in attempting to generalize the C code used in the system, as the current code is designed around the one survey that it supports. When completed, the system should be capable of adapting new survey files and their codebooks. These should be able to be added by a non-programmer. The concepts of resource classes and objects are being used in the coding to make other extraction systems besides SPSS work in the background for data extraction. A resource is in this context an extraction system, and an object is a data file and its associated documentation. In theory and the author hopes in practice, the patron will not be able to tell how the actual objects are stored, nor what resources are being employed to act upon them.
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